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A novel 3D sensory system for robot-assisted mapping of cluttered
urban search and rescue environments

Zhe Zhang - Goldie Nejat - Hong Guo - Peisen Huang

Abstract In this paper, the first application of utilizing a
unique 3D sensor for sequential 3D map building in unknown
cluttered urban search and rescue (USAR) environments is
proposed. The sensor utilizes a digital fringe projection and
phase shifting technique to provide real-time 2D and 3D sen-
sory information of the environment. The proposed sensor is
unique over current technologies in that high-resolution 3D
information of rubble filled environments can be acquired
from the single sensor at a speed of 30 frames per second
(fps). Furthermore, we propose the development of a novel
robust and reliable landmark identification technique that uti-
lizes both 2D and 3D depth images taken by the sensor for
3D mapping. Preliminary experiments show the potential of
the real-time 3D sensory system and landmark identifica-
tion scheme for robotic 3D mapping in unknown cluttered
USAR-like environments.
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1 Introduction

The catastrophic earthquakes that hit Haiti and Chile in 2010,
northern and southern California in 1989 and 1994, Kobe
Japan in 1995 and the Izmit region in Turkey in 1999, and
the terrorist attacks on the World Trade Centers in 2001 have
clearly demonstrated the need for specially trained resources
to respond to incidents of partial or complete structural col-
lapse caused by these types of major disasters. Urban search
and rescue (USAR) is defined to be the emergency response
function which deals with the collapse of man-made struc-
tures [20]. In both human caused and natural disasters, the
fundamental tasks at hand are (i) to find and rescue victims
in the rubble or debris as efficiently and safely as possible,
and (ii) not to further endanger the survivors or put human
rescue workers’ lives at great risk.

With the advancement of robotic research in recent years,
rescue robots have been developed to address this particular
conundrum and to lessen the burden on the rescue workers.
Most robots’ relationship to their environments is limited
by sensor technologies and cost, where their location in the
environment, the layout of the environment, and the presence
of victims is usually extracted from a single 2D video cam-
era [20]. A robot operator in USAR environments faces the
important tasks of remembering, recognizing and diagnosing
a scene and how the robot and its camera are positioned and
oriented within the scene merely from this camera. Often
times, this leads to disorientation, the robot getting stuck,
and not being able to identify victims that are present in the
scene. To address the limitations of current sensors utilized in
USAR, we propose the development of a 3D sensory system
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for the effective 3D mapping of USAR environments to min-
imize the stress and burden on the operator. We describe the
firstapplication and feasibility study of a structured light sen-
sor for sequential map building in such environments. Our
proposed sensory system is a unique cost-effective ($5,000)
solution. It can directly provide both 3D and 2D sensory
information in real time at a frame rate of 30 fps with pixel-
level resolution. The real-time capabilities of the proposed
sensory system can be a great asset in time sensitive USAR
environments. The performance of the 3D real-time sensor
will be independent of three main limiting factors of cur-
rent sensors: (i) the use of a scanning mechanism, which is
time-consuming in real-time applications, (ii) slow scanning
speed; our sensor can provide 3D sensory information in real-
time, and (iii) the illumination conditions of the environment;
our sensor will successfully work in dim lit and dark envi-
ronments. The two main conundrums that will be addressed
to generate an accurate 3D map of the environment are (i)
acquirement of 3D information about the landmarks in the
scene, and (ii) landmark identification and matching.

In Sect. 2, we review the current sensors utilized for 3D
mapping. In Sect. 3, we outline the overall 3D sensory sys-
tem architecture. Experimental results utilizing the proposed
method are presented in Sect. 4.

2 Sensory systems for mapping USAR environments

In this section, we review the literature on current sensors
that are being utilized to provide 3D range information as
well as sensors that have been specifically developed to map
rubble.

2.1 Current sensors for providing 3D range information
2.1.1 Stereovision

Among all the existing sensory techniques that can be poten-
tially used for mapping, stereovision is probably the most
studied method [14]. A stereo camera is the prime example
of a passive optical triangulation system. Traditional stereo-
vision methods estimate shape by establishing spatial corre-
spondence of pixels in a pair of stereo images. Determining
the correspondences between left and right view by means
of image matching, however, is a slow process. Recently,
stereo devices have been developed to provide real-time (at
30 fps) depth information, e.g. [36]. However, the real-time
capabilities come at the cost of the accuracy of the stereo
data [28]. In general, for 3D reconstruction, passive stereo-
vision techniques depend heavily on cooperative surfaces,
mainly on the presence of surface textures, and on ambi-
ent light [32]. With respect to USAR applications, [17] pro-
posed a stereovision approach using two USB web cameras.

The cameras provide a capture rate of 2.3-2.5fps using a
region-based approach for stereo matching. The system has
been evaluated in a structured office environment and has yet
to be applied to 3D scene mapping.

2.1.2 3D cameras

Recently, 3D cameras based on time-of-flight technologies
have also been developed for the gathering of 3D data.
The camera systems mainly consist of a modulated light
source, in most cases infrared or near infrared [24] and a
CMOS/CCD image sensor. The application of 3D cameras
for USAR scenes is presented in [4,11,25]. For example,
in [25], the CSEM Swiss Ranger SR-2 camera with a res-
olution of 124 x 160 pixels was used along with a 2-axis
accelerometer (to measure pitch and roll) to develop a 3D
mapping technique that was tested in a simulated collapsed
house environment. The authors found that the sensor was
not able to provide short range information and that a large
error was present in the yaw rotation of the robot. The low
resolution of the sensor also made it difficult to identify the
majority of the objects in the scene. In [4] and [11], an addi-
tional 2D camera was used to provide more accurate texture
information.

Newer versions of the Swiss Ranger have been devel-
oped with increased resolution; the Swiss Ranger SR-3000
[24] and the SR-4000 [18] both have a resolution of 176 x
144 pixels. However, in general, the pixel array size of these
3D cameras are limited and hence the resolution of both the
3D depth and 2D grayscale images is still relatively low as
compared to other 3D sensors, where in particular (i) in the
3D images (sporadic) noise can be easily detected and can
also increase as the distance from the camera to the scene
increases, and (ii) nonlinear distortions caused by lens effects
can be present, making it difficult to distinguish different
objects in the scene. Sensor errors of 3D cameras are influ-
enced by both the physical properties of the sensor and envi-
ronmental conditions [29]. To effectively utilize 3D cameras
in USAR environments, changes in the current hardware and
software components of the system would be required to min-
imize image corruption and hence increase accuracy [3,28].

2.1.3 Laser scanners

Laser scanning technology consists of using a laser light
source that sweeps a thin laser stripe across a scene. Simulta-
neously, a light sensor, i.e. camera, acquires the scene, where
the surface of the scene is measured via triangulation [30] or
time-of-flight [35]. In [21], a 3D laser range finder consisting
of a 2D laser scanner, a mount and a standard servo was built
to map rescue environments. Multiple scans were taken by
the laser range finder and merged to generate a 3D map of an
environment. A single scan with a resolution of 361 x 176
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data points took 4.5 s to obtain. In [26], an actuated laser
range finder was used to perform 3D SLAM in the crashed
parking lot at Disaster City, TX; namely, the laser scanner
was rotated by a servo from —90° to +90° in intervals of
0.5° to provide a 3D point cloud containing approximately
195,000 points per sample. The time to acquire one full scan
took approximately 32 s.

In general, the main disadvantage of using 3D laser scan-
ning systems for robotic 3D mapping of USAR environments
is that they are slow and require a lot of time for scanning,
due to the fact that the laser stripe has to be physically moved
across the scene to digitize the surface, and hence they cannot
provide real-time range data acquisition. Furthermore, it has
been found that it is difficult to perform reliable data associ-
ation between current and previously detected features [12].

2.1.4 Sensors for mapping rubble

Due to the aforementioned limitations of stereovision, 3D
cameras, and laser scanning for mapping in cluttered USAR
environments, a handful of research projects have been pro-
posed for the development of unique sensors for such envi-
ronments. One such effort is by Kurisu et al. [13], who have
proposed the use of two different laser range finders for 3D
mapping of rubble. The first laser range finder consists of a
ring of laser beam module and an omnivision CCD camera.
The second sensor utilizes an infrared laser module with a
CCD camera to capture the laser image and another camera
for capturing texture. The optimal range of this system was
determined to be 300 mm. There are two main limitations to
these types of sensors: (i) they do not address real-time range
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data acquisition, and (ii) they rely on robot internal sensors
to assist in mapping the USAR environment.

3 3D sensory system architecture

In this section, we will present the design of our proposed
3D structured light sensor within the context of our over-
all 3D sensory system architecture (Fig. 1). The sensor has
the following advantages: (1) real-time capability—2D and
3D information of rubble filled environments can be acquired
from the single sensor at a speed of 30 fps, (2) high-resolution
mapping—with this sensor, a high-resolution 3D map can be
built, and (3) invariant to ambient light illumination. In addi-
tion to the sensor, we will also present our novel landmark
identification and matching approach. Lastly, we will discuss
the visual simultaneous localization and mapping (SLAM)
technique that was utilized to verify the application of our
proposed system for 3D mapping.

3.1 Real-time 3D sensor

A major group of 3D sensing techniques is structured light,
which includes various coding methods and employs varying
number of coded patterns [7]. Unlike stereovision methods,
structured light methods usually use processing algorithms
that are much simpler. Furthermore, unlike its laser counter-
parts, capturing happens in a single step, allowing the entire
surface to be digitized by a single acquisition. Structured light
systems are commonly adopted because they are simple for
recognition, sampling, modeling, and coordinate calculation.
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Therefore, it is more likely for them to achieve real-time
performance (i.e., measurement and reconstruction). Many
techniques in this group have been developed. Some use a
single pattern, typically a color pattern, to boost speed. Exam-
ples include the color-encoded Moiré technique [31], rain-
bow 3D camera [6], color fringe projection method [9], and
color structured light technique [38]. Even though these tech-
niques show potentials for real-time 3D sensing, the results
are affected to varying degrees by the variations of the object
surface color. Other techniques use multiple coded patterns,
but switch them rapidly so that they can be captured in a short
period of time. However, the need to switch the patterns by
repeatedly loading patterns to the projector limits projection
speed.

We have recently proposed a high-speed 3D shape mea-
surement technique based on a digital fringe projection and
phase shifting technique, which uses three phase-shifted,
sinusoidal grayscale fringe patterns to provide pixel-level
resolution [39,40]. The patterns are projected to the object
with a switching speed of 360 fps. This sort of sensor is pre-
cisely what is needed to overcome the limitations of the
aforementioned mapping sensors currently in use, but not
much work has been done to apply this technology to the 3D
mapping problem. Herein, we propose the development of a
real-time 3D sensor based on the basic concept of the digital
fringe projection and phase shifting technique for mapping
of unknown USAR environments (Fig. 2). First, the tech-
nique consists of generating a color fringe pattern with its
red, green, and blue channels coded with three different pat-
terns created by a PC. When this pattern is sent to a digital
light processing (DLP) projector working in black-and-white
(B/W) mode, the projector projects the three color channels
(R, G, B) in sequence repeatedly and rapidly over the scene.
As a result, three grayscale fringe patterns (I, I, I3) with
phase shift are projected onto the scene sequentially. A B/W

high speed CCD camera synchronized with the projector cap-
tures the scene image consecutively.

The fundamental concept behind this structured light 3D
measurement system is PSI (phase shift interferometry). The
light intensity and data modulation of an arbitrary point (x, y)
in images captured with patterns (11, I, I3) can be expressed
with Eqgs. (1-3), respectively:

Li(x,y) =1'(x, y) + 1" (x, y)cos[p(x, y) — ], ey
L(x,y) = 1'(x,y) + 1"(x, y)cos[p (x, y)], 2
L(x,y) =1'(x,y) + 1"(x, y) cos [ (x, y) +al, 3)

where I'(x,y) is the average intensity; I”(x,y) is the
intensity modulation; ¢ (x, y) is the unknown phase at
point (x, y); and « is the constant 27 /3. Three unknowns
I'(x,y), I"(x,y) and ¢ (x, y) can be solved with the above
equations. I’ (x, y) is used to generate the 2D intensity image.
Once the phase information ¢ (x, y) isretrieved, the 3D infor-
mation of the scene can be reconstructed by applying both a
phase unwrapping algorithm and a triangulation algorithm.
Meanwhile, the texture information of the landmarks can
be easily retrieved from every three consecutive 2D fringe
images, and mapped onto a landmark’s 3D model. Due to
the fringe pattern projected by the projector having a high
brightness, the system is more robust to environmental noises
than those using stereovision methods.

The DLP projector projects the fringe patterns at a fre-
quency of 360 Hz. The B/W high-speed CCD camera syn-
chronized with the DLP projector captures the fringe images
at a lower frequency of 90 Hz, limited by the maximum
frame rate of the camera. Each frame of the 3D scene is
reconstructed and the texture image calculated using three
consecutive fringe images. Therefore, the total 3D data and
texture image acquisition speed of the sensor is 30 fps (the
time to capture each 2D texture image is 25 ms). Together
with the fast 3D reconstruction algorithms and parallel pro-
cessing software we have developed, high-resolution real-
time 3D measurement is realized at a frame rate of 30fps
and a data density of 532 x 500 points per frame. The range
of the sensory system can be set by the focal length of the
camera, the zoom of the projector, and the geometric relation-
ship between the camera and the projector. Figure 3 presents
the 3D information obtained by the sensor of a laboratory
environment using the phase shifting method.

3.2 Identifying landmarks for mapping

Attempts have been made in the literature to develop meth-
ods for identifying distinctive invariant features from images
that can be used to perform matching of objects from differ-
ent views. One particular method is scale invariant feature
transform (SIFT) developed by Lowe [15]. This approach
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Fig. 3 a—c Phase-shifted fringe patterns, d 3D result, and e 3D result with B/W texture information

transforms an image into a large collection of local fea-
ture vectors, each of which is invariant to image translation,
scaling, and rotation, and partially invariant to illumination
changes and affine or 3D projection. The resulting feature
vectors are called SIFT keys. The SIFT approach consists
of four main stages [16]: (i) scale-space extrema detection,
(i1) keypoint localization, (iii) orientation assignment, and
(iv) keypoint descriptor assignment. It is these keypoints that
we will utilize to identify landmarks in our USAR environ-
ments. The SIFT method has been utilized effectively on
2D grayscale images to identify and match invariant fea-
tures. Moreover, it works efficiently for object recognition
problems where a training image of the object of interest is
given. Se et al. [33] have proposed a vision-based SLAM
method by tracking SIFT keys on 2D images and building
a 3D map simultaneously utilizing a trinocular stereo sys-
tem for an indoor environment, where the robot moves in
an approximate 2D planar motion. Ellekilde et al. [4] have
also proposed the use of SIFT-based 2D image matching in
their work for data association within an EIF-based (extended
information filter) SLAM framework for indoor search and
rescue environments. Our own preliminary work, conducted
by Nejat et al., in this area has included the development of
a nearest neighbor 3D keypoint search method and also the
utilization of Canny—Deriche edge detection for SIFT-based
landmark identification [23,42,43].

In USAR environments, repetitive features may exist. As
the robot moves, it must be able to determine whether differ-
ent 3D sensor measurements correspond to the exact same
feature in its environment; incorrect data association can
induce extreme errors in mapping solutions. In our approach,
we will utilize SIFT to identify landmarks in USAR environ-
ments. In the context of our work, landmarks are identified
as objects or humans rather than the more traditional defi-
nition utilized in the literature which relates them merely to
features of interest. Because visual systems are restricted to
the sensing and processing of information which can be dis-
played as 2D projections, we also propose the utilization of
high-resolution 3D depth images of the scene, provided by
the proposed real-time 3D sensor, for landmark identifica-
tion. This additional information is utilized to extract strong

evidence in discontinuity between multiple objects detected
in a scene to locate large distinguishable landmarks in a
USAR environment for 3D mapping.

By utilizing a SIFT-based approach and incorporating 3D
grayscale depth imagery, we will be able to use more reli-
able and robust recognition and matching between landmarks
from different images, therefore minimizing false matches.
If an object in the foreground of an image is similar in inten-
sity to the background, it is difficult to determine its bound-
aries. The use of depth images solves this problem, since
a foreground object will always be at a closer depth, and
can therefore be easily detected and identified as a potential
landmark. The overall method will be discussed herein out-
lining its most pertinent stages: (i) identifying keypoints, (ii)
identifying clusters, and (iii) matching of clusters.

1. Keypoint identification The first step of our landmark
identification method consists of determining the key-
points of an image and their dimensional descriptors. In
our proposed work, this will consist of two stages, find-
ing the keypoints and descriptors for the 2D image and
corresponding 3D depth image utilizing the SIFT algo-
rithm. Both keypoints and descriptors are then stored for
the two images. Figure 4 shows keypoints (green cir-
cles) that have been found on 2D and 3D images of a
rubble-like environment with same size objects, and a
large distinguishable object.

2. Keypoint clustering The clustering of keypoints is not
only important in defining landmarks, but also in reduc-
ing the number of keypoints of interest. In general, due
to shadowing effects and texture changes, a number of
keypoints can be identified in the 2D images. Figure 4c
shows the keypoints found on a box in an environment,
with multiple keypoints on the flat surfaces of the box.
In the 3D (i.e., depth) image, Fig. 4d, we can see that the
keypoints on the flat surfaces are no longer present due
to the fact there is no significant change in depth on these
surfaces. We can analyze and cluster the keypoints we
found in the 2D image based on the keypoints found in
the depth image in which for the latter image shadowing
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Fig. 5 a 2D image of the scene, b 3D image of the scene, ¢ corresponding binary image, and d boundaries of objects

and texture effects are not present. The 2D and 3D images
have a one-to-one correspondence. Mainly, if a keypoint
does not exist in the same pixel in the 3D image, then the
keypoint is assumed to be due to image shadowing and
texture effects. Clusters are bound in the regions where a
large number of keypoints in the 3D image do not exist,
i.e., they have considerably the same depth information.
These clusters can then be used to represent large distin-
guishable landmarks in the scene. Hence, we can identify
a cluster of keypoints in the 2D image by bounding them
by keypoints in the 3D image.

Keypoints that are determined in the 3D image are grouped
together based on the grayscale depth information into depth
clusters, where they represent the cluster boundaries for the
keypoints in the 2D image. The depth grayscale is deter-
mined from O to 255. We now illustrate our method utilizing

the scene shown in Fig. 5. We initially store the following
three parameters of each 3D keypoint: x location, y location,
and depth in the matrix A;,, where [ represents the number
of keypoints and n represents the number of parameters (i.e.
Table 1).

3.2.1 3D image analysis

Step I A binary-based background subtraction method is
utilized to quickly and effectively determine and
extract the boundaries of potential foreground
objects in the scene to eliminate the unnecessary com-
putation of keypoints associated with background
noise (Fig. 5¢). This background subtraction method
separates foreground objects from background ones
based on the depth information identified from the
optimal range of the 3D sensor, however, it does not
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Table 1 Keypoint parameter matrix A

Keypoint # X position y position Depth

1 80.13 259.74 162

2 373.37 115.63 123

3 316.39 528.41 97

4 504.38 328.62 121

5 54.61 221.26 93

6 41.46 457.03 89

7 562.92 329.69 138

8 264.1 493.26 121

9 480.45 311.58 138
Fig. 6 Step 3 of algorithm: defining a search region
distinctly identify the edges of the foreground objects
with similar depth information with respect to each
other. Hence, we must implement further image con-
ditioning techniques to identify distinguishable land-
marks in the scene of interest.

Step 2 The Canny—Deriche edge detection algorithm is used
to determine potential boundaries of objects in the
scene by identifying edge pixels via gradient inten-
sity [27]. Figure 5d shows the object boundaries
obtained using the Canny—Deriche method. In rela-
tion to other edge detection algorithms, the Canny—
Deriche method has shown to be the most optimal for
our work.

Step 3 Once the object boundaries are identified, our near-

est neighbor search method is implemented. Random
starting points,w;; for the algorithm are chosen on
the image. A square of side length 2r is drawn sym-
metrically around w;; to search for its nearest neigh-
bor keypoints (Fig. 6). If no keypoints are initially
found, r is continuously incremented until keypoints
are detected. Each detected keypoint and its param-
eters are stored in a temporary matrix By, for eval-
uation, where s represents the number of detected
keypoints. There may be instances due to the loca-

400

Keypoint Keypoint #9

500

A eypoint #4
Samplepoint,

100
Keypoint,

Fig. 7 Step 4 of algorithm: finding the nearest neighbor keypoint
(keypoint #i represent the location of keypoints identified in Table 1)

tion of these initial points on the image that the square
may extend outside of the image boundaries, in which
case only the portion of the square that encompasses
the image is searched. The locations of several key-
points identified in Table 1 are presented in Fig. 7.
A vector is drawn from the initial keypoint,
keypointy| to every keypoint in matrix B. N num-
ber of points on each vector are sampled for depth
information, samplepoint;, wherei = 1,2,...,N
(Fig. 7). The nearest neighbor keypoint, keypoint»
is determined to be the keypoint with the minimum
change in depth information from keypoint;; and
whose corresponding sample points have the smallest
variation in depth from itself (i.e. keypoint,, where
g = 1,...,p—1, p)and keypoint:

Step 4

Minimum_depth_value
= min [A(keypointll, 3), B(keypoint,, 3)] , @)

Maximum_depth_value
= max[A(keypointy, 3), B(keypoint , 3)], &)

Minimum_depth_value — threshold
< samplepoint;_depth
< Maximum_depth_value + threshold 6)

The objective of sampling multiple points between the key-
points is to ensure that boundaries of objects are not crossed.
If a situation arises where a vector path from a keypoint to
its nearest neighbor must cross an already existing vector,
this latter vector must follow a different path. The most opti-
mal path for clustering would be to follow along the edge, to
provide the maximum surface area.

Steps 3 and 4 are repeated until all keypoints in the cor-
responding cluster are identified. The sample points from
previous keypoints in the cluster are stored with their corre-
sponding keypoints and this information is used along with
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the sample points determined for the keypoint of interest in
deciding whether the keypoint belongs to the cluster and its
order within the cluster:

keypoint ;1) = fl(samplepoint;)p,
(samplepoint;)i1, keypoint j, ], @)

wherem = 1,...,k—1, k. For every keypoint that is added
to the cluster, its A matrix information is updated with the
following additional parameters: order in the cluster, num-
ber of connections to other keypoints, and depth information
stored from sample points. In order for a keypoint to be con-
sidered a part of the cluster, it must have a minimum of two
connections to other keypoints in the cluster.

Once all keypoints are determined in a particular cluster,
a new matrix with all the corresponding keypoint informa-
tion is defined for that cluster. The algorithm, then, searches
for new clusters starting at other random starting points and
Steps 3 and 4 are repeated accordingly. Once completed, the
algorithm defines the keypoints that have not been clustered
and determines if they belong to an old cluster or will create
a new cluster.

3.2.2 2D image analysis

Once all depth clusters in the 3D image have been identified,
they can be used to identify their corresponding keypoints
in the 2D image. Each depth cluster represents the bound-
ary conditions for the 2D keypoints. Because there is a one-
to-one correspondence between the 3D and 2D images, the
boundaries can be superimposed on the 2D image. Herein,
cluster boundaries are represented by the connection vec-
tors between the keypoints in the depth clusters. Based on
the pixel occupancy of the boundaries, 2D keypoints that
are located within these boundaries are identified and stored
in the cluster matrix. Each cluster is defined to represent a
landmark in the environment (Fig. 8). It is important to note
that this clustering method does not attempt to represent the
shape of the landmark in the environment; it merely identi-
fies detectable regions that can represent a portion of a true
landmark and that can be matched in successive images with
different viewpoints. Hence, also minimizing cluster compu-
tation time.

clusters

Fig. 8 Cluster results: a 3D image and b 2D image

Fig. 9 Matching of clusters in different images

All clusters are identified as representing landmarks and
are stored in a landmark database for landmark matching.
The landmark database includes all 2D and 3D SIFT key-
point information corresponding to individual landmarks.
This database is continuously updated when new landmarks
are determined.

3. Matching of clusters. Matching of clusters relies on find-
ing the same clusters in consecutive images by match-
ing keypoints from the clusters from previous frames (as
defined in our database) with ones in the new cluster
of the current frame, we utilize the matching method
proposed by Lowe [16], known as the Best-Bin-First
(BBF) method. Herein, this can be achieved in terms of
matching the key descriptors of the keypoints which can
correspond to finding a set of nearest neighbors (NN)
to a query point. The advantage of this method is its
ability to handle high-dimensional spaces, i.e., the 128
dimensional descriptor vectors. Since individual SIFT
keypoints are easily distinguishable, they can be matched
correctly with an exception of a few false matches. These
false matches can be further reduced in our method via
the proposed clustering approach; namely, using the clus-
ter association of the keypoints, we, in turn, can reduce
false matches that may occur as a result of similar-
looking features that are not associated with the same
landmark. Figure 9 illustrates matching between clus-
ters determined in two different viewpoints of a scene.
The blue lines represent the keypoints that were matched
within the two images. It is important to note in our work
we are only interested in matching of the 2D keypoints
identified within the clusters.

3.3 3D map building

The above procedure will provide identified 3D landmarks
in a database for the robot to detect as it moves in the
environment to create a 3D global map (Fig. 10). The most
common approach in Visual SLAM is to create a database of
single observed features for tracking. However, this approach
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can become very computationally expensive due to the large
number of features that can be detected as the robot explores
a large environment. Our unique approach eliminates the
separate tracking of a large number of individual features
by tracking small groups of associated features (i.e., land-
marks) corresponding to foreground objects in the scene, and
hence eliminates features due to background noise and ini-
tially unassociated features from the database.

To build the 3D map in world coordinates, the robot must
be able to localize itself utilizing these determined land-
marks. This can be achieved by stitching consecutive 3D
range information corresponding to the landmarks provided
by the sensor. Herein, we utilize the iterative closest point
(ICP)—based SLAM method to align 3D range information
provided by the 3D sensor at different locations to create a
corresponding 3D map. The ICP-SLAM technique is a pop-
ular approach with many different variations and has been
extensively used in the literature, i.e. [21,25,37]. It is impor-
tant to note here that we choose to utilize ICP-SLAM due to
its robustness in 3D environments and our ability to effec-
tively illustrate our landmark-based approach, however, other
SLAM methods could also be chosen and we will consider
other approaches in our future work. Our proposed 3D sens-
ing and landmark identification technique is not dependent
on any single SLAM approach.

The ICP method proposed by Besl and McKay [1] is uti-
lized to register all point clouds obtained by the robot as it
moves in the environment into a common coordinate frame.
In each iteration step, the ICP algorithm selects the closest
points in two point sets as correspondences and calculates
the transformation (R, ¢) for minimizing the equation [37]:

N N,

E(R,t) = ZZwi,j ||Pi — (RP; +l)|

i=1 j=1

2

®)

where Ny and N; are the number of points in the point sets Py
and P;, and w; ; are the weights for a point match. w; ; = 1

when P; is the closest point to P; within a defined bound or
w;,j = 0 otherwise.

The approach we used, illustrated in Fig. 10, requires
observation datasets from the sensor and the landmark iden-
tification and matching module, and action datasets for robot
movement. The world coordinate frame is determined to be
located at the robot’s initial location in the scene.

Observation dataset

The observation dataset consists of the 3D range information
of the scene provided by the 3D sensor via a point cloud with
respect to the camera coordinate frame. The dataset consists
of the complete 3D range information of the scene as rep-
resented by the point clouds. Within the overall dataset, 3D
points corresponding to landmarks are marked as landmark
range information. Due to the one-to-one correspondence
between the 2D and 3D images, this information is readily
found from the clusters identified on the 2D texture images.
This dataset is utilized to generate an effective 3D map of the
scene.

Action dataset

The action dataset contains the robot’s estimated motion as
determined using a visual odometry technique. In particular,
the 3D coordinates of the same SIFT keypoints (SIFT pairs)
representing the same landmarks in different images are uti-
lized to estimate the 6 DOF ego-motion parameters (i.e.,
AX, AY,AZ, Aa, AB, Ay) by using at least three pairs of
SIFT keypoints. Since the position of the camera relative
to the robot’s coordinate frame is known, the transforma-
tion between two different locations of the robot is approx-
imated. The approximated robot pose, herein, is used only
as an input into the ICP algorithm which ultimately deter-
mines the robot’s pose. To determine the robot pose solely
via visual odometry is not accurate due to the fact that the
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Fig. 11 Experimental set-up of
the USAR scene

pose transformation is estimated only from a small number
of SIFT pairs. However, it can provide the initial registration
data needed for the ICP algorithm to successfully generate
the required 3D map of the scene.

To reduce the computation time of ICP-SLAM, the 3D
data points only associated with the landmarks in the scene,
as defined in the observation dataset, are utilized to determine
point correspondence within the ICP algorithm. However, the
overall transformation is applied to the complete 3D range
information to generate an overall map of the scene.

4 Experiments

A cluttered USAR-like scene (Fig. 11) was developed to ver-
ify the sensory system’s robustness to generating 2D and 3D
images of such a scene, and the feasibility of the proposed
landmark identification method. The total area of the scene is
defined to be approximately 4 m x 5 m. For the experiments,
we utilized dim ambient lighting conditions.

The sensory system consisting of a DLP projector, in par-
ticular the PLUS U5-632 Digital projector with 1,024 x 768
resolution and 3,000 lumens light output and the Dal-
sa CA-D6-0512 B/W high-speed CCD camera (resolution
532 x 500) was placed on top of an all-terrain robot which
navigated the scene (Fig. 12). The effective range of mea-
surement of the system for these experiments was 0.7 ~
1.4 m with the current lens configuration of the camera and

Fig. 12 The sensory system on a mobile robot

projector, which is sufficient for our USAR-like scene, since
the area is cluttered and hence there is no long-range clear
view into the rubble. The viewing angle for our feasibility
experiments, presented herein, is defined to be approximately
16°. The sensory system provides high-resolution real-time
3D measurement at a frame rate of 30 fps. The rms error of
the sensor was determined to be within 0.10-0.22 mm. The
sensor was calibrated using a flat checkerboard placed at var-
ious positions and in various orientations. The size of each
square on the checkerboard, which serves as the dimensional
reference, is known precisely. By comparing the measured
and true sizes of these squares located at various ranges, we
can determine the measurement accuracy of the system in
the entire measurement volume. For more details on the cal-
ibration of our sensory system, readers are referred to Huang
and Han [8] and Zhang and Huang [41].

Based on the sensing principles utilized, the expected
effective measurement range of the sensor can be increased
to 3 m and the viewing angle can also be further increased
by changing the hardware components of the sensor. This
includes utilizing a wide angle and zoom lens for the camera
and potentially replacing the projector lens with one that pro-
vides a good depth of focus within the range. The increase
in the measurement range will result in an increase in the
working distance of the system. This means that the view
angle difference between the camera and the projector has
to be reduced to maintain the same compactness of the sys-
tem. This may potentially result in reduced resolution. How-
ever, this problem can be alleviated using a high-resolution
camera. We believe that with the right optical design of the
system, we should be able to obtain a measurement range of
up to 3 m. We are currently in the process of optimizing our
system to achieve this. This measurement range is greater
than the range provided by the laser range finder used in [13]
and consistent with the ranges provided by the 3D camera
used in Ellekilde et al. [4] and Ohno et al. [25].

Since for the experiments presented herein the sensory
system is taking consecutive images (at 30 fps) as the robot
traverses 10-20 mm/s in the environment, there is an overlap
of range data between the robot’s different poses, allowing
for the elimination of discontinuity in the data. While the
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Fig. 13 2D and 3D images of
different material properties: a
concrete, b wood, ¢ pink plastic, d
matte metal, e shiny metal, and £
black object

robot navigated through the environment, 2D and 3D images
were taken in real-time. Utilizing the images taken by the
sensor, the landmark identification and matching, and map-
ping algorithms were implemented.

4.1 3D sensory system

During the experiments, the sensory system’s robustness to
a USAR environment was assessed with regards to two main
criteria: (i) object material composition, and (ii) scene illu-
mination.

4.1.1 Object material composition

Our first set of experiments consisted of evaluating the
sensory system’s performance in the cluttered environment
which consisted of different types of objects that may be
found in a disaster scene. These objects were made from
varying types of materials including wood, metal, plastic,
brick, ceramic, concrete, paper, cardboard, plaster, rubber-
like polymers and rocks. Furthermore, these objects ranged
from bright to dark colors. As previously mentioned, the
experiments were conducted in low lighting conditions. 2D
images and 3D shape information generated by the sensor
for a number of different types of materials present in the
scene are shown in Fig. 13. In general, the sensory system
can be utilized in scenes containing diffuse or matte or par-
tially matte finish surfaces. However, the system similar to

(®)

laser scanners is not very effective in imaging objects with
specular surfaces as shown in Fig. 13e, where the black
regions in the 3D model represent areas where 3D infor-
mation could not be retrieved. Color does not have an effect
on the proposed sensing method because the images taken of
the scene are in grayscale. Furthermore, the phase shifting
technique is utilized to separate texture information in the
scene from the projected RGB pattern.

4.1.2 Scene illumination

Since the sensory system is an active system, the illumina-
tion conditions of the environment do not directly attribute
to its sensing capabilities. In particular, the sensory system
is capable of detecting objects within regular indoor lighting
conditions, dim lit and dark environments. A set of exper-
iments were implemented, herein, to demonstrate SIFT’s
performance utilizing the 2D images provided by the active
sensory system at varying robotic poses within our low light-
ing USAR environment.

As the robot traverses the scene, its pose with respect to
the objects in the scene is constantly changing, which may
potentially cause a change in illumination as the 3D mapping
sensor captures scene information. Experiments were per-
formed to assess the performance of the SIFT method utiliz-
ing the sensory information captured during changes in robot
pose. Previous studies utilizing SIFT during image illumina-
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Fig. 14 a-h 2D images of objects in the USAR-like scene with varying scene illumination, and (i)-(m) SIFT matching results

tion changes have focused on physically changing the camera
settings to generate illumination changes [19], however, illu-
mination change in our scene is directly correlated to the pose
of the robot during scene capturing. The relative pose changes
for the robot were guided by scale and orientation parameters
of the SIFT method and expected robot pose changes within
the scene. In particular, we utilized a scene scale factor rang-
ing from 0.2 to 2.7 and orientation changes [Ax, Ay, Az]
within approximately [15, 50, 60] degrees with respective
to the x, y, and z axes of the sensory system (as defined in
Fig. 11).

Figure 14a—h presents 2D images taken at different robot
poses with regards to two particular objects in the USAR-
like scene. As can be seen in the images, the robot pose
transformations introduced variations in illumination. SIFT
identification and matching were performed on these differ-
ent images to evaluate the performance of SIFT under such
illumination changes (Fig. 14i—m). Our results found that we
were able to successfully match objects in the scene effec-
tively within a scale factor of 1.7 and orientation changes
within approximately [15, 30, 50] degrees with respect to
the three axes of the sensory system. As the scale factor and

orientation changes both increase, the number of keypoint
matches decreases, however, there still remain a significant
number of matches. Beyond a scale factor of 1.7 and orien-
tation changes especially in the y and z axes greater than 30°
and 50° the number of matches is drastically reduced.

4.2 Identification and matching of landmarks for mapping

38 frames of 2D and 3D image pairs were taken in total by
the sensory system as the robot traversed the scene and were
utilized for landmark identification and matching. In gen-
eral, 67 clusters were identified as landmarks in the scene,
for which 53 were matched successfully in different frames.
For these experiments, the clusters that had more than three
correct keypoint matches were recognized by the algorithm
to be the same landmark in the scene. Images from two poses
of the robot are shown herein to illustrate the effectiveness of
the proposed landmark identification and matching method-
ology (Fig. 15). An an average of 184 and 964 keypoints was
determined in the 3D and 2D images, respectively. Six clus-
ters were identified at each pose. All three (#1,3,5) clusters
representing the same landmarks at both poses were matched
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effectively between the two poses. Figure 16 presents the
landmark identification and matching results for ten other
robot poses in the scene. We have also determined the recall
rate of the clusters in the scene to be 85%. Herein, the
recall rate represents the ratio of matched clusters between
two images from the scene and the total number of clusters
identified in the overlapped region of these two images. We
then compared this recall rate to that determined by directly
matching individual SIFT keypoints (without the use of clus-
ters) in the overlapped region of two images, and found the
recall rate for the matching of individual keypoints in the
scene to be only 42%.

All 38 frames were used in the ICP-SLAM algorithm. In
general, the number of 3D points generated by the sensory
system for each frame is defined to be 266,000 (532 x 500).
For efficiency, we only utilize 3D points associated with land-
mark clusters for data registration, hence, on average utilizing
122,892 3D data points per frame. Figure 17a presents the
generated final map of the scene including zoom in views
of 2D and 3D information generated by the sensory system
at various locations along the robot’s path. The sensor pro-
vides high-resolution sensory information as is evident by the
details of the landmarks in the 2D and 3D results presented
in the zoom in views. We have also measured the location of
the boards providing the real boundary of the scene (as seen
in Fig. 11) and superimposed their approximate locations

onto the reconstructed 3D map as can be seen in Fig. 17b.
The results show that the 3D map is consistent with the real
USAR-like scene. From ICP-SLAM, we have determined
the maximum accumulated error for the robot’s location to
be 4.8% of the robot’s total travel distance of 941 cm.

While the 2D and 3D sensory information was obtained
at 301ps, the total processing time for landmark identifica-
tion and mapping took 807 s of CPU time on a Pentium
IV 3.0 GHz 1.0G RAM system utilizing an MATLAB plat-
form. The breakdown of this time is presented in Table 2. The
average processing time for landmark identification for a sin-
gle image was determined to be approximately 15 s and the
average processing time for landmark matching between two
consecutive images once these landmarks have been identi-
fied was determined to be approximately 2.7 s. The overall
computation time is more efficient as compared to the ICP-
SLAM work conducted with similar size 3D point data sets
obtained by laser scanners [22]. This time can be further
reduced by the optimization of the proposed algorithms and
their implementation in a C++ platform environment which
is a part of our future work.

4.3 Performance comparison of landmark identification
technique

To validate the use of our proposed landmark identification
method, a performance comparison study has been conducted
between our proposed clustering-based landmark identifica-
tion approach versus a more traditional non-clustering-based
approach. In particular, the non-clustering approach consists
of the following steps: (i) 2D SIFT keypoint identification
and matching; (ii)) RANSAC (RANdom SAmple Consensus)
to identify inliers, and (iii) ICP-based SLAM. RANSAC is
an iterative method used to estimate parameters of a math-
ematical model from a set of observed data which contains
outliers [5]. RANSAC has been extensively used in identify-
ing SIFT inliers. Our comparison experiments consisted of
implementing our proposed clustering-based approach and
the non-clustering based approach for two different scenar-
ios: (i) when the percentage of inlier features is 91%, and (ii)
when the percentage of inlier features is 22% (Table 3). The
computation time for our proposed method including key-
point identification, landmark identification and ICP-SLAM
algorithm was determined to be approximately 807 s regard-
less of the defined percentage of inliers. For the non-clus-
tering method and ICP-SLAM algorithms, in which 91% of
feature points were inliers, the implementation time was 588 s
for 1,001 iterations. However, since RANSAC is an iterative-
based method, this time can greatly vary and was increased
to 1,090 s for 5,862 iterations for the experiments where
22% of inlier features were present. The main disadvantage
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Fig. 16 Landmark identification and matching results for other poses in the scene

of RANSAC is its iterative inherency, where computation
time can greatly increase in varying situations, in particular
when the percentage of inliers is reduced. Even though an
upper bound on time can be applied to RANSAC, the solu-
tion obtained at this upper bound may not be optimal. Our
geometric constraint-based clustering approach for landmark
identification is effective even when smaller percentages of
inliers are present.

Furthermore, it is important to note that even though the
clustering stages on their own do add computation time, they
however, assist in decreasing the computation time of other
required steps such as 2D SIFT keypoint matching and ICP-
SLAM. Lowe [16] found that a typical 2D image can contain
2,000 or more features, which are a result of different objects
in the scene and background noise. Since our approach only
utilizes a fraction of the 2D keypoints, namely by eliminating
the keypoints due to background noise and only utilizing a

portion of the keypoints on the foreground objects, we are
able to minimize the time it takes to cluster and match 2D
keypoints. The utilization of such a small number of key-
points for matching is justified in Lowe [16] where it has
been found that reliable object recognition is possible with
as few as three features. Several experiments conducted in
our work have shown that on an average, we can reduce the
number of 2D keypoints utilized for matching by 41% ver-
sus all the detected keypoints when only considering the 2D
keypoints in the defined clusters on the foreground objects.
This reduction in keypoints further reduces matching compu-
tation time by approximately 42%. Furthermore, when com-
paring to matching of all keypoints detected on just the fore-
ground objects versus those defined within our clusters, this
reduction can be up to 40%. In addition, the number of 3D
data points utilized by the ICP-SLAM algorithm can also be
reduced by up to 46%, due to the fact that we eliminate the
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Fig. 17 Two different views of the generated 3D map of the scene including a zoom in views of sensory information in different regions of the

map, and b superimposed boundary of the real scene

Table 2 Processing time for landmark identification and mapping

Stages of method Time
Keypoint identification
2D image 1325
3D image 146 s
3D image analysis
Step 1 169 s
Step 2 110 s
Steps 3 and 4 19s
2D image analysis 102s
ICP SLAM 1295
Total 807 s

Table 3 Computation times for clustering and non-clustering tech-
niques

Percentage of Computation time (s)

Inlier features (%)

Our proposed Non-clustering
clustering approach approach

91 807 588

22 807 1,090

use of background points during the data registration of this
stage, which can, therefore, also reduce the SLAM algorithm
computation time.

5 Conclusions

In this paper, we propose the first application of using
a structured light sensor for sequential map building in

cluttered USAR environments. The sensor can provide real-
time (at a speed of 30fps) high-resolution 2D and 3D
sensory information and can work effectively in dim and
dark environments. We have also developed a unique SIFT-
based clustering method to analyze the 2D and 3D images
taken by the sensor for effectively identifying distinguishable
landmarks in a scene and matching the landmarks for 3D
mapping. The preliminary experiments presented show the
potential of the proposed sensory system for cluttered
unknown environments. The sensory system was effective
in providing the sensory information needed to build a 3D
map of a USAR-like scene. Our future work will consist of
optimizing both the hardware and software aspects of the
proposed sensory system to implement the system in larger
more complex environments to verify its performance in
these types of environments.
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